
Course presentation Intro to Bayesian statistics Bayesian modeling Bayesian Inference Conclusion

Construction of a Bayesian model

Back to Laplace’s historical example

1 The question

When a child is born, is it equally likely to be a girl or a boy ?

2 Sampling model

. . .

Bernoulli’s law for Yi = 1 if the new born i is a girl, 0 if it is a boy:

Yi ªBernoulli(µ) µ 2 [0,1]

3 prior
. . .

A uniform prior on µ (the probability that a newborn would be a girl
rather than a boy):

µ ªU[0,1]
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Posterior distribution

Purpose of a Bayesian modeling: infer the posterior distribution of the
parameters

• Posterior : the law of µ conditionally on the observations p(µ|y)

Bayes’ theorem:

p(µ|y) = f (y|µ)º(µ)
f (y)

Posterior is calculated from:

1 the sampling model f (y|µ) – which yields the likelihood f (y|µ) for all
observations

2 the prior º(µ)
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Application to the historical example

1 the likelihood

f (y|µ) =
nY

i=1
µyi (1°µ)(1°yi) = µS(1°µ)n°S where S =

nX

i=1
yi

2 the prior

Uniform: º(µ) = 1

3 the posterior

p(µ|y) = µS(1°µ)n°S

f (y)
= p(µ|y) =

√
n

S

!
(n+1)µS(1°µ)n°S

To answer the question of interest, we can then compute:

P(µ ∏ 0.5|y) =
Z1

0.5
p(µ|y) =

√
n

S

!
(n+1)

Z1

0.5
µS(1°µ)n°S dµ º 1.15 10°42
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